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Recent research has shown that speech perception can easily be influenced 
by the overall accent of the speaker. This paper investigates whether such 
 accent-induced bias also occurs in speech transcriptions by professional and 
linguistically trained coders and to what extent such a bias may affect linguis-
tic analyses. We compare the transcriptions of the Bären vowel in Standard 
 German with the acoustic values of these vowels, as well as sociolinguistic 
analyses based on both of these. The results of the two analyses turn out to be 
 considerably different. Further examination shows that the coders only partly 
relied on the acoustic values. The residual does not consist of random errors, but 
correlate with the degree of accentedness of the speakers. We conclude that this 
accent-induced coder bias led the coders to transcribe the codings according to 
their expectations about the pronunciation in the local dialect – expectations 
that were quite different from the acoustic reality.
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1. Accent-induced coder bias

Speech perception, like speech production, is influenced by numerous (socio-)
linguistic factors. Since the work of Labov (e.g. Labov, 1972), confirmed by many 
others), we know that speakers’ age, gender, locality, mobility, education, profes-
sion, social class, and dialectal and ethnolectal background may contribute to vari-
ation in pronunciation. Speakers continuously shift between different speech styles 
and accommodate their pronunciation according to the social context, a skill that 
toddlers of only 15 months old can learn (van Heugten & Johnson, 2014). Speakers 
are to a certain extent also aware of these different speech styles. For example, in 
dialectology as well as in variationist sociolinguistics “there has been a tendency to 
presume that people regularly and fairly accurately recognize localized dialect va-
rieties as part of their sociolinguistic competence as speech  community members” 
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(Williams, Garrett, & Coupland, 1999). Often, this presumption is vindicated; e.g. 
Preston (1993) shows a remarkable accuracy of linguistically naïve speakers to in-
dicate dialect boundaries. Similarly, in ‘change from above’ (Labov, 2006, p. 204), 
speakers consciously accommodate their speech towards a particular sociolect (by 
adopting prestige variants), which implies that they are aware of the differences in 
pronunciation on the basis of social stratification.

The ability of listeners to distinguish between different varieties and speech 
styles has some advantages but also a major disadvantage. Based on their pro-
nunciation, speakers are easily (easier than by visual appearance (Rakić,  Steffens, 
& Mummendey, 2011)) categorized for their social class and ethnicity (Pietrasze-
wski & Schwartz, 2014). A plausible reason for this social categorization is that 
listeners make in-group/out-group decisions, as children as young as five years 
old already do (Kinzler, Shutts, Dejesus, & Spelke, 2009). This social categoriza-
tion may in turn facilitate speech recognition. That is, the social factors that con-
tribute to variation and the background knowledge (or belief) about the speaker 
together form social indexicality, which may be used to comprehend speech bet-
ter. Once we recognize the sociolinguistic background of the speaker and we 
use the knowledge that we have about sociolinguistic variation in speech, it is 
probably easier to comprehend the speech.1 But social indexicality also leads to 
certain expectations, that is, the listener may have some beliefs about the pro-
nunciation of the sociolect and expects them to be confirmed. It may be the case 
that the actual pronunciation does not match the expectations of the listener: the 
listener may be misinformed about the social and linguistic background of the 
speaker; or the listener’s belief about the variety of the speaker may be false. Mis-
information about the speaker’s social and linguistic background may be caused 
by external information or by a listener’s own misjudgement. Different matched 
guise vowel identification studies (in which the listeners are misinformed on 
purpose about the variety of the speaker) have convincingly shown that social 
information, like age, social class, and gender of the speaker, leads to a bias in 
speech perception – listeners perceive what they expect to perceive based on the 
information they have at their disposal about the speaker (Hay & Drager, 2010; 
Hay,  Nolan, & Drager, 2006; Hay, Warren, & Drager, 2006). Moreover, listen-
ers may have a false belief regarding the speaker’s variety (whether listener and 
speaker share the same (socio-) linguistic background or not), since, although 
some variation may reach the awareness level in the speaker’s lexicon, most 
variation belongs to the tacit knowledge of the language user. We will see in this 

1. Previous studies suggested that episodic memory does not influence speech perception 
(Palmeri, Goldinger, & Pisoni, 1993). However, this refers to level of the phoneme or above 
(word recognition), whereas we are dealing with subphonemic perceptual variation. 
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article that such false beliefs can have important consequences in the case of 
speech transcriptions that are used in linguistic analyses.

So, despite the naturalness of social categorization on the basis of speech, an 
important drawback of social indexicality or accent-induced categorization is a 
potential bias.2 Such a bias may affect our judgements about a speaker’s language 
performance. For instance, students in the US who listened to a mini-lecture and 
simultaneously were presented with a photograph of either an Asian or a Cauca-
sian instructor reported an accent in case they saw a photo of the Asian instructor, 
but not when they saw a photo of the Caucasian instructor (Kang & Rubin, 2009; 
Rubin, 1992), although, crucially, they listened to exactly the same recording. 
Similarly, it has been shown that US speech therapists rated speech performance 
better if it was presented along with a photo of a Caucasian child than if it was 
presented with a photo of an Afro-American child (Christy, 2010; Evans, 2012). 
These studies show that in case of misperception or mere misinformation about 
the (ethno-) linguistic background of the speaker, the listener may become biased 
in speech perception – with potentially serious consequences for the speakers.

The examples mentioned above about accent-induced bias in the students’ 
rating of the lecture and the speech therapists’ rating of the pronunciation of the 
children were both related to accuracy judgements. But (sub-)phonemic percep-
tion is also influenced by social indexicality. For instance, Drager (2005, 2011) 
conducted a vowel identification task for vowels that are subject to change in New 
Zealand English. Perceived age was elicited (Drager, 2005, 2011) and manipulated 
by photographs (Drager, 2005). A correlation between perceived age and vowel 
perception was found in both studies. Similar results have been found for other 
types of social indexicality, like gender and socio-economic status (see Drager 
(2010) for an overview). Not only social indexicality, but also believed accent ap-
pears to bias the perception of individual speech sounds, as it does in the accu-
racy rating tasks. For instance, Niedzielski (1999) found that Detroiters who were 
explicitly informed that the speaker they perceived was from Detroit, labelled 
particular vowels differently than Detroiters who were informed that the speaker 
they heard was from Canada. Explicit information about the linguistic back-
ground of the speaker later turned out to be unnecessary to show accent-induced 
bias. Hay and Drager (2010) were able to show a similar accent-induced bias in 
New Zealand English listeners. The subjects heard speech with vowels that were 
manipulated as a synthesized continuum, of which the ends were a New Zealand 
English and an Australian English pronunciation. Before the test, the subjects saw 
a stuffed toy koala or kangaroo (as a symbol of Australia) or kiwi (as a symbol of 

2. The term ‘accent’ in this paper refers to the typical pronunciation in a particular variety (see 
also Section 2.1). 
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New Zealand). Although the subjects were unaware of the relation between the 
toy and the experiment, their perception of the vowel as either New Zealand Eng-
lish or Australian English correlated with the toy they had seen.

The examples mentioned above all reveal top-down processing of speech 
perception, which is influenced by prior (believed) knowledge. How pervasive 
is this influence of (believed) knowledge among professional linguists? If, as we 
saw in the examples above, linguistically naïve listeners appear to be biased by 
believed accent in their speech perception and speech therapists turn out to be 
biased by social indexicality in their accuracy ratings, we may wonder if linguistic 
transcribers are objective, or unbiased. That is, the literature discussed so far pro-
vides reason to consider the possibility that linguistic coders are also influenced 
by social indexicality and susceptible to accent-induced bias. The suspicion that 
human coders may not be entirely reliable, even if they are very conscientious in 
their work, is not new (see e.g. Hinskens and van Oostendorp (2009) on tran-
scriber effects in the GTPR database of Dutch dialects). Precautions to avoid bi-
ases are sometimes taken, for instance by transcribing geographically widespread 
data by a single coder (as in Heeringa & Hinskens, 2014). But as long as we don’t 
know the extent of coder bias, we actually don’t know how to avoid it. The present 
paper addresses this topic and seeks answers to the following questions. To what 
extent are linguists and linguistic transcribers objective? Are they also biased by 
perceived accent of the speakers they analyse? To what extent does such a bias af-
fect linguistic analyses? In this study, we can only provide limited evidence, but, 
as we will see, this evidence does provide reason for concern.

This paper is structured as follows. The next section describes the material 
and the approach of the vowel measurements. This is followed by a section about 
the methodology. Section 4 compares two analyses. First, it provides the results 
of a sociolinguistic analysis on the Bären vowel in Alemannic accented Standard 
German based on binary codings of the data. Then we will consider the results of 
the analysis of the same vowels based on acoustic measurements. Subsequently, 
we will investigate the differences between the two. Section 5 contains the discus-
sion and Section 6 concludes. The stimuli are contained in the appendix.

2.  Approach

To investigate coder bias and its possible effects on a typical sociolinguistic study, 
we will compare a sociolinguistic analysis based on coders’ transcriptions and the 
same analysis based on the acoustic properties of these vowels. The case study is 
the Bären vowel in Alemannic accented Standard German.
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2.1  Background information

The Bären vowel in standard German is subject to extensive variation and can be 
pronounced as either [eː] (front mid-high vowel) or [ɛː] (front mid-low vowel), 
or any realization in between. We thus observe the following pattern of variation:

 (1) Bär  b[ɛː]r  ~  b[eː]r  ‘bear’
  Räder r[ɛː]der ~  r[eː]der ‘wheel.dim’

In case of pronunciation as [eː], merger with the Beeren vowel /eː/ occurs. This is 
often the case in Northern Germany and in Austria (for older speakers) (König, 
1989). In Switzerland, we find a phonemic difference between the Bären and the 
Beeren vowel, mainly among older speakers (Hove, 2002). Whereas the Beeren 
vowel is generally stable in German, the Bären vowel is highly variable (see also 
Mangold, 1994; Sloos, 2013a).

Extensive variation of the Bären vowel is observed in the standard variety. 
This variation is partly due to stylistic difference: in higher registers, a low realiza-
tion [ɛː] is preferred and in colloquial speech, a high realization [eː] is common 
(Mangold, 1994). More interestingly, the variation also reflects ongoing sound 
change in which a number of factors play a role: age and level of education of the 
speaker; whether the vowel is followed by a rhotic (which causes vowel lower-
ing); and whether the vowel is the result of umlaut or not (see also König, 1989; 
 Mangold, 1994; Sloos, 2013a; Stearns & Voge, 1979).

Extensive variation of the Bären vowel is observed in the Alemannic dialects 
(for instance, in the Atlas of Southwestern German Dialects (Spiekermann, 2008; 
Steger, 1989)). Alemannic is a German dialect group spoken in the southwest of 
Germany and in Switzerland. The dialects are still very much alive (Löffler, 1994, 
p. 144) and have an influence on the standard pronunciation of German in the 
region, as is also reflected in the data under discussion. The general impression 
is that the Low-Alemannic pronunciation is [ɛː], as reported by Wiesinger (1970) 
on the basis of different atlases. However, careful observation shows that, in the 
direct vicinity of Freiburg, we often find a mid-high pronunciation [eː] or a diph-
thong [ei] as the pronunciation of the Bären vowel. This is corroborated by the 
study of Spiekermann (2008, p. 106), who investigated three standard language 
corpora (Südwest Standard Korpus, 2001–2003; Pfeffer Korpus, 1961; Jones cor-
pus, 1992) and finds that in Freiburg some speakers tend to use a mid-high pro-
nunciation [eː] for the Bären vowel.3 In the present study, the speakers that were 

3. Spiekermann (2008) erroneously attributes the high [eː] pronunciation to ‘hypercorrect’ 
Standard German influence. It is the older female speakers who turn out to use [eː] most fre-
quently in his data. As is well known in sociolinguistics, older females tend to use the most 
conservative forms, rather than hypercorrect innovative Standard forms. Second, the same 
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transcribed were native speakers of Breisgau and Keiserstuhl Alemannic, which 
belong to the dialects in which the pronunciation of the Bären vowel is usu-
ally [eː]. Two relevant dialect biographies support this point of view: Klausmann 
(1985) describes  Breisgau Alemannic (to the west of Freiburg); and Noth (1993) 
provides a description of Kaiserstuhl Alemannic (to the north of Freiburg). Con-
forming to the atlases mentioned above, Klausmann (1985) and Noth (1993) in-
dicate that the pronunciation in these areas is [eː].4 Consider, for example, the 
following forms from Klausmann (1985, pp. 32–36):

 (2) Standard German  Alemannic  gloss
  Gläser        [ɡle:zɐ]    glass.plur
  Räder        [ʀe:dɐ]     wheel.plur
  Gräber        [ɡʀe:bɐ]    grave.plur
  Nägelein       [ne:ɡili]    nail.dim

Given the general use of the Alemannic dialects (Löffler, 1994; see above) and 
the fact that in Germany, a continuum between Standard and dialects is common 
(Huesmann, 1998), we expect some ‘colouring’ or accent of the Standard pronun-
ciation by Alemannic speakers.

2.2  Material

The data were obtained from a previous experiment on the pronunciation of the 
Bären vowel in Standard German (Sloos, 2013a). The original experiment, which 
provided the data for the present investigation into accent-induced coder bias, 
involved a sentence-shadowing task, in which subjects were asked to repeat the 
sentences that they heard without any delay from the onset of the sentence. Thirty 
subjects, 18 females and 12 males, with an age range from 20 to 77, participated. 
Nine subjects had an intermediate level of education (professional education) and 
21 were highly educated (higher vocational or academic education). None of them 
reported hearing or speaking problems. All subjects were born in the Breisgau 
and Kaiserstuhl Alemannic area and were still living there at the time of the ex-
periment. Except for the relatively younger subjects (20–30 years), all subjects, 

speakers who used [eː] scored the relatively high for other dialect features. Third, other litera-
ture (mentioned in this paragraph) show that [eː] is rather dialectal, which is confirmed by our 
results in Section 4.

4. Interestingly, Noth (1996) also notes a few examples which show that the Beeren vowel 
may be pronounced as mid-low in Alemannic (the spelling <ää> here represents the long mid-
low front unrounded vowel). Standard German Besen corresponds to Alemannic Bääse ‘broom’ 
and Standard German gehen corresponds to Alemannic gää ‘to go’.
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regardless of gender and social class, according to self-assessment, actively used 
Alemannic dialect in their daily lives.

The material to be shadowed was presented in Standard German. The sub-
jects were expected to accommodate to the standard pronunciation (cf. Giles, 
1973), which they did, but due to time pressure in the task, the subjects did 
not have time to consider their pronunciation, so that they automatically shifted 
their  register towards the stimuli and shadowed in their standard variety with 
more or less Alemannic accent (see Section 2.3). In order to specifically investi-
gate the pronunciation of the Bären vowel, the experiment combined a sentence 
shadowing task with a phoneme restoration task (following van Heuven & van 
der Veer, 2003; van der Veer, 2006). The critical stimuli (i.e. the Bären vowels) 
were replaced by noise, to avoid any auditory input regarding the quality of the 
vowel. For each stimulus word, the target vowel was replaced by Gaussian noise 
(1/2 * sin(1*pi*377*x) + randomGauss (0,0.02)), high-pass filtered from 100 Hz 
with 50 Hz smoothing, created by Praat (Boersma & Weenink, 2010). The noise 
also replaced the transitions of F1 and F2 formants in the consonants adjacent to 
the target vowel. Fifty percent of the filler and practice sentences also contained a 
syllable in which the vowel was replaced by noise.

The subjects were presented with sentences in which at most one vowel was 
replaced by noise. These stimulus sentences were recorded in a sound-insulated 
booth in the New Media Center of Freiburg University by a female native speaker 
(a teacher of German) of the neutral variant of the standard language at a mod-
erate speech rate (the degree of standardness of her speech was tested at a later 
stage, see Section  2.3). The recordings were made through an AKG large dia-
phragm microphone using Adobe Audition 3.0 software and the PC was placed 
outside the booth.

Since [eː] and [εː] have their own intrinsic duration (the latter being longer 
than the former due to a wider opening of the oral cavity), which might bias the 
subjects when it was replaced by noise, the duration of the noise was averaged be-
tween that of [eː] and [εː]. This average duration was obtained in the following way. 
All sentences with a critical stimulus were recorded twice; once with the stimulus 
vowel pronounced as [eː] and once with [εː]. This was repeated until the sentences 
sounded natural to both the experimenter as well as the recorded speaker. Sub-
sequently, the recordings were downsampled to Praat speech processing software 
(Boersma & Weenink, 2010; version 5.1.30), their mean duration was computed, 
and noise was created with that duration, which was subsequently concatenated 
within the sentence. The subjects were asked to repeat the sentences, heard over 
headphones, as soon as the sentence started, as quickly and as  accurately as pos-
sible. In general, the subjects shadowed fluently in their standard variety, and they 
usually restored the vowels that were missing in the stimuli.
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2.3  Quantification of the degree of accentedness

The result of the shadowing experiment was that some subjects used (near) Stan-
dard German and others spoke rather dialectal. In other words, we obtained 
speech samples that represented a continuum between Standard German and 
Alemannic-accented German. We will further refer to this continuum as “degree 
of accentedness” (cf. Brennan & Brennan, 1981; Munro, Derwing, & Flege, 1999; 
and many others). In order to test if this degree of perceived accent influenced the 
transcriptions that were made of the Bären vowel, it had to be quantified. There-
fore, excerpts of the recordings of the subjects were used in an online survey and 
respondents (n = 44) were asked to estimate the level of dialect of each speaker on 
a seven-point Likert scale. The scale ranged from (1) Standard German to (7) dia-
lect. This survey also presented a test for the standardness of the speaker who was 
shadowed: as expected, her speech was consistently rated as most standard (with a 
mean score of 1.4). Details about this online survey can be found in (Sloos, 2012). 
By averaging the scores that the respondents assigned to each speaker, a value was 
obtained that represented the degree of accentedness of the individual subjects. 
The overall degree of accentedness was investigated as a factor that might have 
influenced the transcriptions of the Bären vowel.

2.4  Transcriptions and acoustic measurements

Sociolinguistic studies usually follow either of the following two methods. The 
first is to transcribe the sounds by a small number of linguistic transcribers, often 
two. A third transcriber may be involved in case of disagreement about the tran-
scriptions. The second method is to analyse the sounds with speech processing 
software. The first and second formants are regarded as the most important for 
vowel recognition since they are related to vowel height and backness, respec-
tively, as illustrated in Figure 1.

After the data have been coded, a sociolinguistic analysis usually follows, 
which investigates the effect of several (socio-)linguistic factors (e.g. age, gender, 
level of education, phonological context) on the pronunciation (or rather, on the 
transcriptions). The present article compares such a sociolinguistic analysis based 
on transcriptions to the same analysis based on the acoustic values. It will become 
clear that the outcomes of the two analyses differ significantly from each other. 
To investigate the correlation between the codings and the acoustic values, a third 
analysis was carried out. In this analysis, the level of accentedness of the speakers 
on the coded data was investigated. It is important to realize that, if the coders 
were fully unbiased, they would only have relied on the acoustic values (and not 
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on other factors). Therefore, the null hypothesis is that only the acoustic values 
should form a significant factor on the codings. If, however, the level of accented-
ness (or related factors like the coders own variety) influenced the codings, the 
transcribers would not only have been guided by the acoustic values but also by 
their perception of the degree of dialectal accent. It is of course also entirely pos-
sible that the different outcomes can be attributed to social indexicality (as in the 
studies referred to in the introduction). Further, it is commonplace in phonet-
ics that listeners compensate for co-articulation in a particular context (Repp & 
Liberman (1987) and many follow-up studies). We will take this into account as 
well and find that, to a certain extent, such effects are indeed found in the data 
under discussion. We will now turn towards the methodology.

3.  Methodology

3.1  Subjects

Two research assistants from Freiburg University coded the data, without know-
ing that the data were to be reanalysed and without any background information 
about the speakers they had to code other than that they were from the Alemannic 
region. The coders were 25 and 30 year-old females, linguistically trained, and 
dialect speakers of Alemannic. At that time, they were transcribing Alemannic 
German speech data on a regular basis, and were paid for their work.
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Figure 1. The IPA vowel diagram and the relation with the first (F1) and second (F2) 
formant. Higher F1 correlates with lower vowels and higher F2 correlates with more 
fronted vowels. The common variants of the Bären vowel are indicated by the ellipse.
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3.2  Data processing

The transcribers received the complete set of shadowed speech, but were asked to 
annotate and transcribe only the Bären vowels, as either [eː] or [ɛː]. The codings of 
the two transcribers were compared to each other and unified into a single variable 
with three possible values: (1) both transcribers coded [eː], (2) both transcribers 
coded [ɛː], (3) one transcriber coded [eː] and the other transcriber coded [ɛː].

The annotated Bären vowels were acoustically analysed with the speech pro-
cessing software Praat (Boersma & Weenink, 2010). F1 and F2 were measured at the 
temporal midpoint (a sufficient method because the vowels did not  diphthongize). 
Subsequently, the F1 and F2 were normalized (by Bark transformation) in order to 
arrive at a value which is closer to human perception (Traunmüller, 1990). A sim-
ple scaling method, that makes use of Euclidean distance, was used to interpolate 
the vowels on a scale between 0 and 100, where 0 corresponds to the vowel /a/ and 
100 corresponds to /i/ (see (3); also van Bezooijen & van Heuven, 2010; Escudero, 
Boersma, Rauber, & Bion, 2009; van Heuven, van Bezooijen, & Edelman, 2005).

 (3) Computation of the Euclidian distance and the interpolation of the mid front 
vowels (van Bezooijen & van Heuven, 2010).

  Δa = √[(BarkF1εː – BarkF1a)2 + (BarkF2εː – BarkF2a)2]
  Δb = √[(BarkF1i –BarkF1a)2 + (BarkF2i – BarkF2a)2]
  Interpolated ɛ: = (Δb/ Δa)*100

For this method, three extreme realizations of /a/ and extreme three realizations 
of /i/ were measured for each individual speaker to arrive at the maximal vowel 
space on the front high-low dimension.5 We will now turn to the results of the 
analysis of the transcriptions and the interpolations of the vowels.

4.  Results

This section provides the results of three analyses. The first subsection presents 
a sociolinguistic analysis of the Bären vowel based on the codings. The second 
subsection presents the same analysis based on the acoustic values of the data. 
The final subsection compares these results.

5. The extreme realizations were obtained in stressed syllables of content words. The lowest 
realizations of /a/ were generally found before the [low] consonant /ʀ/ and the highest realiza-
tions of /i/ were generally found before a [high] consonant /k ɡ/.  
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4.1  Analysis of the transcribed data

As a first step, let us investigate the inter-coder reliability with a cronbach’s alpha 
test (Cronbach, 1951), which determines the correlation between the codings on 
a scale between 0 and 1. The inter-coder reliability score turned out to be rela-
tively high (α = 0.84).

The transcribed data were analysed as usual in a sociolinguistic analysis in 
which the relevant factors that could be supposed to have an effect on the variation 
are investigated: age, level of education, the phonological context, token frequency, 
and word category. A logistic mixed effects analysis was performed in the R statis-
tical environment (R Development Core Team, 2009). The results of this analysis 
show an effect on the pronunciation of the Bären vowel of only pre-r context and 
word category. First, a following r-sound correlates to a larger number of [ɛː] cod-
ings (t = 3.74).6 Secondly, word category influences the transcribed vowel such that 
plurals were correlated with more [ɛː] codings than diminutives (t = 2.54). These 
results are provided in Table 1.

Table 1. The estimates, standard error, and t-value of pre-r context, and word category 
on the transcribed Bären vowel. Positive t-values correspond to more [ɛː]-ratings. 
T-values > 2.0 are regarded as significant (marked with an asterisk).

Fixed effects

Est. S.E. t-value

(Intercept) 1.775 0.049 36.51
Pre-r context 0.224 0.060  3.74*
WordCategory-dim-plural 0.140 0.055  2.54*
WordCategory-dim-root 0.097 0.053  1.83

Random effects

Groups Name Variance S.D.

Word (Intercept) 0.005 0.068
Subject (Intercept) 0.016 0.128
Residual 0.269 0.519
Number of obs: 771, groups: Word, 78; Subject, 31

Let us now compare this analysis based on the transcribed Bären vowels with an 
analysis based on the acoustic analysis of the same vowels.

6. Mixed modelling with binary dependent variables does not report p-values, but a t-value 
larger > 2.000 or < −2.000 is generally assumed to be significant at the 5% confidence level.
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4.2  Acoustic analysis

For the acoustic analysis, we investigated the effect of exactly the same factors on 
the interpolated vowel as in the analysis on the transcribed vowel, namely, age, 
level of education, the phonological context, token frequency, and word category. 
A generalized linear mixed-effects statistical test was carried out. The results show 
an effect of pre-r context, word category, age, and level of education. A following 
r-sound appeared to correlate with a negative value (t = −9.675, p < 0.001). This 
should be interpreted as corresponding to lower realizations of the vowels, thus 
more [ɛː]-like (which matches the analysis based on the codings). Similarly, plu-
rals correlate with a lower pronunciation than diminutives (t = −3.630, p < 0.001, 
which was also found in the coding-based analysis). However, we found two more 
factors that influenced the realization of the vowel. First, age correlated positively 
with the vowels (so older speakers tended to have more higher, i.e. more [eː]-like 
vowels) (t = 2.182, p = 0.029). Second, mid-level education also correlated more 
with higher vowels than high-level education (t = 5.175, p < 0.001).

Table 2. The estimates, standard error, t-value, and p-value of pre-r context, word 
category, age, and level of education on the interpolated F1 and F2 of the Bären vowel.

Est. S.E. t-value p-value

(Intercept) 67.487 1.699 39.730 < 0.001*
Pre-r context −14.676 1.517 −9.675 < 0.001*
WordCategory-plural −5.019 1.383 −3.630 < 0.001*
WordCategory-root 1.315 1.335 0.985 0.325*
Age 0.064 0.029 2.182 0.029*
Education-Mid level 6.034 1.166 5.175 < 0.001*

Adjusted R-squared: 0.1426
F-statistic: 26.62, p-value: < 0.001

So, we find a discrepancy between the two analyses. Compared to the analysis 
based on the codings, the acoustic analysis shows more factors that correlate 
with the pronunciation. It appears that the analysis based on codings led to an 
 underestimation of the effect of the social factors age and education. At this point, 
the following questions arise. To what extent did the coders rely on the quality of 
the interpolated vowel? Do they neutralize for age and level of education of the 
speakers? In other words, do the coders categorize the speakers for their age and 
level of education, and, knowing the pronunciation that belongs to those catego-
ries (although tacitly), do they perceptually compensate for this variation? Given 
believed age and social class can contribute to vowel judgements (as discussed in 
Section 1) this is a legitimate question. Alternatively, it may be the case that the 
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coders were biased by the overall dialect of the speakers. In other words, we may 
be missing a factor in the analysis that plays a role. We address these questions in 
the following section.

4.3  Analysis of the discrepancies between the analyses based on codings 
and acoustic values

In order to see if the discrepancies between the analysis based on the transcriptions 
(see Section 4.1) and the analysis based on the acoustic values (see Section 4.2) 
was due to accent-induced coder bias or perceptual neutralization, a third statisti-
cal test was performed. The dependent variable is, again, the codings, but now we 
investigate the effect of the acoustic values as well as the level of accentedness on 
the codings (including the other factors described above). The null hypothesis is 
that the acoustic value is the only factor that should significantly contribute to the 
codings. In other words, by including the acoustic value as a factor, we would not 
expect an effect of any other factor – if the coders were unbiased. If any other factor 
is found to play a role, it shows that the coders were either biased or that they neu-
tralized for some effects (e.g. the transcribers may have compensated for the effect 
of age if they guessed the age by listening to the voice properties.

The analysis shows that the coders did rely on the acoustic values, at least 
partly. However, the level of accentedness and pre-r context had a strong ef-
fect as well. Critically, higher level of accentedness turned out to correlate with 
larger numbers of [ɛː] codings (t = 3.038). This means that besides the acoustic 
values, the codings are correlated with the degree of accentedness such that the 
 coders were more likely to transcribe a vowel as [ɛː] if the degree of accentedness 
was higher. Pre-r context also correlated with a larger number of [ɛː] codings 
(t = 2.129). This indicates that similar vowels were more likely to be coded as [ɛː] 
if they were followed by an r-sound. Since we saw in Table  2 that pre-r vowel 
lowering does occur in the acoustic data, the coders appear to have exaggerated 
the effect here. The results are shown in Table 3. Table 3 also shows a strong effect 
which is nearly significant for word category (t = 1.999 for plurals as compared to 
diminutives and t = 1.994 for root nouns as compared to diminutives).

The null hypothesis that only the acoustic values are correlated with the cod-
ings should be rejected; Table 3 shows that the level of accentedness and pre-r 
context also turned out to have played a role in the transcriptions.

At the end of 4.2 we raised the questions whether the discrepancy between 
the two analyses (viz. based on codings and based on acoustic values) could be ex-
plained by neutralization for age and gender. Since Table 3 does not show an effect 
of the factors age and gender, that type of neutralization turns out to be unlikely.
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A remarkable finding is that the correlation between the degree of accentedness and 
the number of [ɛː]-codings is positive. This is unexpected. The dialect  biographies 
Klausmann (1985) and Noth (1993) and the Südwestdeutsche Sprachatlas that de-
scribe the varieties under discussion explicitly indicate that the pronunciation is 
[eː] rather than [ɛː] (which is the common pronunciation in the direct vicinity of 
Freiburg (see also the discussion in Section 2.1)). We can easily verify that the pro-
nunciation of our subjects was actually [eː]; a correlation test between the degree 
of accentedness and the interpolated vowel (the acoustic values) of our subjects 
turned out to be positive (t = 4.35, p < 0.001), indicating that a higher level of ac-
centedness correlates with a higher (i.e. more [eː]-like) realization of the vowel. So 
the results indicate (i) a positive correlation between the degree of accentedness 
and the number of [ɛː]-like codings and (ii) a positive correlation between the de-
gree of accentedness and the number of [eː]-like realizations. We will return to this 
result in the discussion.

Summarizing, the results show that a sociolinguistic analysis of the tran-
scribed data (Section 4.1) yields different results than the sociolinguistic analysis 
of the acoustic values (Section 4.2). It turned out that the coders did not rely on 
the acoustic values alone, but also on the level of accentedness of the speakers 
whose speech they transcribed, as well as the phonological context of the vowel 
(Section 4.3). Moreover, this coder bias goes into the unexpected direction. Next, 
we will turn to a discussion of these findings.

Table 3. The estimates, standard error, and t-value of the interpolated vowel, the level of 
accentedness, pre-r context, and word category on the transcribed Bären vowel. Positive 
t-values correspond to a larger number of [ɛː]-ratings.

Fixed effects

Est. S.E. t-value

(Intercept) 1.952 0.137 14.240*
Interpolated vowel −0.007 0.001 −4.745*
Level of accentedness 0.080 0.026 3.038*
Pre-r context 0.131 0.062 2.129*
WordCategory-plural 0.108 0.054 1.999*
WordCategory-root 0.103 0.052 1.994*

Random effects

Groups Name Variance S.D.

Word (Intercept) 0.004 0.060
Subject (Intercept) 0.010 0.098
Residual 0.264 0.514
Number of obs: 771, groups: Word, 78; Subject, 31
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5.  Discussion

A comparison of a sociolinguistic analysis of the Bären vowel based on transcrip-
tions and the same analysis based on the acoustic values of the vowels showed that 
the results may be considerably different. In search for an explanation, we invest- 
igated which factors contributed to the transcriptions. The null hypothesis was 
that coders would rely only on the acoustic values. This hypothesis was rejected. 
It turned out that, although the transcribers did rely on the acoustic values to a 
certain extent, the degree of accentedness of the speakers they coded also influ-
enced their judgements.

This result contributes to increasing evidence that linguistic coders, as lin-
guistically naïve listeners, may be biased in their codings by an overall perceived 
accent of the speakers they have to code. Previous literature on coder bias in 
the Bären vowel in Swiss Standard German (Sloos, 2013b) and L-vocalization 
in different ethnolects of American English (Hall-Lew & Fix, 2012) also showed 
 accent-induced coder bias. But the present study differs from these previous ones 
in that the observed coder bias was not into the expected direction. That is, coders 
who recognized the variety were hypothesized to report more typical realizations 
for that variety than is justified by the acoustic values. In the present study, how-
ever, we found the opposite: whereas the degree of accentedness positively cor-
related with [eː]-like sounds, a higher degree of Alemannic accent of the subjects 
correlated with a larger number of [ɛː]-codings. This indicates that coders were 
not only sensitive to the accent (there was an effect of the degree of accented-
ness), but also that they got the implications wrong. In this particular case, it is 
commonly assumed that in south Germany, the Bären vowel is pronounced low, 
so [ɛː]-like (Steger, 1989; Wiesinger, 1970). One of the coders spontaneously told 
the author, after the completion of the transcriptions, that a low pronunciation 
is common in south Germany. Her transcriptions reflect this assumption rather 
than the acoustic values.

The findings of this article show that transcriptions of linguistically trained 
coders – with a high inter-reliability score – can still lead to subjective outcomes. 
The fact that the transcribers appeared to be biased towards the overall accent 
of the speakers they had to transcribe and the crucial mismatch between their 
judgements and the acoustic values of the vowel under discussion leads to serious 
concerns about the reliability of transcriptions in general. Linguistic research very 
much relied (and still relies) on professional linguists who decide on pronuncia-
tion and accuracy of pronunciation, not only in sociolinguistics, dialectology, and 
descriptive linguistics, but also in the evaluation of e.g. second language acquisi-
tion (e.g. oral exams) and speech therapy. The results presented here show that 
we should be extremely careful in the interpretation of data that rely on codings. 



74 Marjoleine Sloos

Even more than in sociolinguistics and dialectology, it is clear that mispercep-
tions in applied linguistics potentially have serious impact on the speaker.

Shifting our focus from the descriptive to the theoretical level, we can ask the 
question what the theoretical consequences of auditory bias in language may be. 
What does bias show us about lexical storage? There is a longstanding contro-
versy whether lexical storage is exemplar- (or episodically) based or prototype-
based. Exemplar-based storage refers to storage of lexical items based on their 
similarity: similar exemplars are stored in categories and similar categories are 
connected to each other. Prototype-based storage refers to storage of lexical items 
based on their similarity to an abstract item: they are centred around a prototype. 
Exemplar-based modelling (e.g. Bybee, 1999, 2007; Pierrehumbert, 2001) makes 
it possible to explain detailed storage of dialectal differences (among many other 
sociolinguistic and idiolectal details). Furthermore, exemplar-based modelling 
makes it possible to explain that activation of an item belonging to a particular 
variety immediately activates all lexical items that are episodically related, since 
similar categories are all connected in a multidimensional network. However, it is 
hard to imagine how biased perception could arise in an exemplar-based model. 
As we saw above, biased perception follows the expectations about the pronun-
ciation in a particular variety (which may or may not be true). It is unclear how 
these should be represented in an exemplar-based theory since it is unclear why a 
subcategory for /eː/ is not made. A prototype model could perhaps better account 
for such biased perception: like in our particular case in which the prototype for 
the Bären vowel in Alemannic is the mid-low pronunciation (because generally 
in Alemannic it is a low mid vowel, only in the direct vicinity of Freiburg it has a 
mid-high pronunciation) and overshadows the acoustic properties of the speech 
signal which may be mid-high. Therefore, the prototype should be activated pre-
lexically, which in turn implies that prototypes be connected to each other. A 
hybrid exemplar-prototype model thus seems most appropriate to account for au-
ditory bias in language (cf. Cutler, Eisner, McQueen, & Norris, 2010): pre-lexical 
activation occurs through the exemplar-based lexical network and certain pro-
totypes may bias perception. Future investigation of perceptual bias is warranted 
to shed more light on the structure of lexical storage and the relation between 
storage and perception.

Another essential issue that should be addressed is automatic annotation soft-
ware. Currently, automatic transcription systems are far from advanced enough 
to rely on in linguistic research and much ongoing research tries to improve on 
these systems. Manual corrections (thus relying on human perception) are still 
very much needed. The use of automatic transcription systems in the applied 
fields (second language evaluation and speech therapy) is still a long way to go. 
But also if automatic transcription advances, we should consider how they have 
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to be programmed for the cut-off points between phonemes in the language. Hu-
man perception is the only source for deciding on phoneme boundaries. In order 
to decide on the properties of the segmentations, it is crucial to understand how 
humans perceive these segments. If human perception turns out to be more or 
less systematically biased, the decision on the boundaries of segmentation only 
becomes more complicated. This immediately raises the question as to who has to 
decide on these boundaries: native speakers of the variety, native speakers of an-
other – the standard? – variety, linguistically naïve speakers, or non-native speak-
ers. Research into bias of these different groups is thus also highly important for 
the development of automatic speech analysis software.

Another issue to consider is how objective acoustic measurements are: we used 
the F1 and F2, since they are commonly regarded to be the most representative for 
vowel recognition. But there may be other (unknown?) factors in the speech signal 
that contribute to human perception of the vowel. These issues call for more re-
search on the relation between acoustic measurements and human perception and 
shows that careful consideration of this relation is needed whichever of the two 
methods is followed: human transcription or automatic transcription.

This study has some limitations. First, the results of two coders are of course not 
enough to declare human transcriptions unreliable in general. It should be taken 
into account, however, that the results of this study are not an isolated case: a pilot 
study on Swiss Standard German and a post-hoc study on English L- vocalization 
yielded similar results on accent-induced coder bias among linguists (Hall-Lew & 
Fix, 2012; Sloos, 2013b). In this respect, it is also important to take into consider-
ation that most studies that rely on human codings are analysed by not more than 
a very limited number of coders; like in the present study, it is very common that 
only one or two coders transcribe the data. So despite the small amount of data, 
it adds to growing evidence of coder bias, which potentially underlies a consider-
able part of linguistic literature. A second limitation of this study might be that the 
coders were linguists and dialect speakers themselves, which is likely to make them 
more sensitive to the dialect level. On the other hand, transcribers who speak other 
varieties may be biased in other (or similar) ways.

In order to investigate accent-induced coder bias further, more cases in dif-
ferent languages with more coders should be investigated. Ideally, codings of tran-
scribers who speak different varieties are investigated. Studies into bias in speech 
therapy showed that less experienced speech therapists appeared to be more bi-
ased than experienced speech therapists, which suggests that we can eventually 
learn to perceive speech objectively in professional settings (Christy, 2010; Evans, 
2012). Currently, we are investigating different aspects that possibly play a role in 
accent-induced coder bias in French. Also, to be investigated is how coders can be 
trained in order to minimize accent-induced coder bias.
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6.  Conclusion

This article provided evidence that codings by professional transcribers of Ale-
mannic-accented German were biased due to the perceived level of accentedness 
of the speakers that were transcribed. This accent-induced coder bias is strong 
enough to lead to subjective outcomes of sociolinguistic studies, as the compara-
tive analysis showed. In addition, we saw that the presuppositions of the coders 
regarding the dialect were opposite to the acoustic values, which contributed to 
the biased outcomes. Presumably, this accent-induced coder bias plays a more 
important role in many human codings, which calls for deeper investigation in 
the future.
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Appendix

Stimuli of the shadowing experiment.

Stems Diminutives Plurals

1 Mähne Älchen Mägen
2 Träne Sälchen (National)räte
3 Gefährt Bähnchen Schwäne
4 Schädel Drähtchen Gräser
5 Sphäre Zähnchen Gräber
6 Diät Fädchen Nähte
7 Käse Härchen Gläser
8 Märchen Jährchen Nägel
9 Rätsel Schälchen Häfen
10 Säge Rädchen  Läden
11 Gewähr Hähnchen Väter
12 Mädchen Pärchen Schäden
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